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Executive summary

The increasing use of artificial intelligence (AI) in many computing systems to provide functionality above that explicitly programmed has enabled improved solutions in multiple areas, including AI powered search engines, chat bots and photo manipulation software, in addition to more significant applications, such as cancer detection, and uncovering human trafficking and fraud. However, where the decisions made by such systems could greatly affect people's lives, issues such as bias, explainability, fairness, legislative compliance, ethics and trust come into play. Moreover, where such systems may be used in safety-related applications, yet more scrutiny is required to ensure that their use can be justified, and the risks understood and mitigated.

Traditional systems design and development guidance usually comprises a number of key activities that are required to produce a software and/or hardware system. These include capturing the system requirements, producing a specification, design, implementation, testing, and verification and validation (V&V). Alongside these, security considerations must be addressed, and for systems relating to safety, hazard analysis and risk assessment activities are required. Safety arguments traditionally rely on proving that the system operates in a deterministic way and that this operation is safe across all functionality.

With systems that utilise AI, these components are not built in the same way as software and hardware; therefore, the traditional systems development practices, and associated methodologies, do not account for the additional challenges faced during the development of AI systems. Moreover, the methods and techniques used to implement an AI algorithm are very different to those recommended under conventional safety standards. Hence, there is a 'gap' in being able to demonstrate that AI complies with conventional good practice and this gap will need to be addressed through alternative safety arguments.

AI components require additional activities at the design, implementation, testing and V&V stages. Consideration also needs to be given to the risk of AI adoption, the relevant governance, and ethics, as well as AI development activities such as data collection, pre-processing, machine learning and training. Aside from considerations relating to building the system, the behaviour of the system needs to be understood to the level that there is confidence in the system output. This needs to align with the human factors that influence (and are influenced by) such systems. The maintenance and operation of the system (since such systems are often a pairing of machine and user) – in particular the responsibilities of the system's owners and users – need to be clearly articulated and understood. It is critical that the system is only used in a way that is safe, and that it is only used for environments and contexts in which it has been validated.

This publication takes a safety-related view and considers the risks, challenges and potential solutions for using AI in safety-related systems. It introduces 10 key ‘pillars of assurance’ to underpin an assurance case for AI. All pillars relate to both the system and its components, and so should be considered together. Additionally, an effective functional safety assurance case needs to consider the interaction between the pillars and their integration into the overall system assurance case. Given the relatively short time in which AI systems have been introduced into real world use, no such consensus is yet available to deal with the different phases of the AI lifecycle. The advice herein goes alongside that provided by standards such as IEC 61508 and its various sector implementations.

Whilst the publication aims to inform and support decision making in the use of AI in safety-related applications, since this topic has yet to mature, it can be expected to evolve as knowledge and consensus grow. Therefore, following this guidance alone may not be sufficient to fully comply with the law.
Section 1

Introduction

1.1 Purpose

The purpose of this publication is to provide organisations and practitioners working in the fields of artificial intelligence (AI), including machine learning (ML), and functional safety, with information to support decision-making regarding the use of these innovative technologies in safety-related applications. This publication aims to introduce some of the risks associated with the use of AI and ML in safety-related applications and identifies some of the considerations that need to be addressed during their development and subsequent deployment.

The guidance provided here is intended to complement, but not replace, the relevant regulations and, as appropriate, international standards associated with functional safety. The use of AI in functional safety is unfamiliar territory in safety engineering and all reasonable efforts must be made to ensure that any use of AI in a safety-related application can be justified against the requirements and principles set out in the relevant regulations and international standards, albeit achieved through alternative techniques and methods.

1.2 What is AI?

In this publication, in line with the UK Government’s National AI Strategy, 2021, we refer to AI as “Machines that perform tasks normally requiring human intelligence, especially when the machines learn from data how to do those tasks.” [Ref 1]. The term AI can embrace a range of techniques, including ML, deep learning, neural networks and genetic algorithms that use data to ‘learn’, analyse and draw inferences. This ability to learn can range from relatively simplistic and specific behaviour for the approximation of mathematical functions (narrow AI), to the replication of human intelligence (artificial general intelligence or AGI), to machines that are self-aware and capable of abstract and interpretive reasoning more powerful than that of humans (super intelligence).

In the last few years, the field of AI has made rapid progress, enabled by the extensive computing power that is now available. Today, AI is used in everyday applications, including search engines, facial recognition and language parsing, as well as detecting cancer [Ref 2], identifying human trafficking [Ref 3], cyber-attacks [Ref 4], fraud [Ref 5] and detection of wear in mechanical devices. In the last two years, public awareness of the use of AI has grown significantly, especially with the launch of OpenAI’s ChatGPT™, Microsoft’s AI-powered search engine Bing™ and Google’s generative AI chatbot Bard™.

1.3 Safety challenges

In safety applications, any technology is expected to comply with relevant regulatory requirements. Within the UK, the enforcing authorities require that, as necessary, a system (or product) should be demonstrated to be safe. For well-established technologies, this would normally be undertaken through conformity with standards and other recognised codes of good practice, although in their absence a ‘first principles approach’ can be taken. Where consequences can be severe, and where uncertainty exists, it is recommended that a precautionary approach be adopted.
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In this respect, the use of AI is not without problems. Instead of the conventional top-down development lifecycle, it tends to rely on the quality and completeness of data from the application domain to undertake learning and inference, as well as the use of statistical techniques to analyse the data and extract relevant parameters. An AI algorithm inherits the characteristics and imperfections of the input data, as well as assumptions underlying the statistical techniques. This approach may not produce algorithms that are understandable/intuitive to human problem solving and, as such, it may be difficult to explain the AI decision making process. Further, current implementations of AI have yet to display the same level of creativity as humans. Since its conclusions are based generally only on the observed input data, there may not be sufficient general and situational awareness for decisions impacting ethical, belief and value judgements. Finally, the methods and techniques used to implement an AI algorithm are very different to those recommended under conventional safety standards. Hence, there is a gap in being able to demonstrate that AI complies with conventional good practice and this gap will need to be addressed through alternative safety arguments. Whilst there are no generally agreed norms for ‘good safety practice’ for AI, this publication highlights some of the issues for consideration.

In addition, the introduction of AI will increase the overall level of complexity of a system that may be used in safety applications. This can then have an adverse impact upon its integrity, especially in circumstances where modifications and changes become necessary during development, or whilst in service. The adoption of a systems engineering approach is recognised to be an effective method for resolving challenges associated with system complexity and this can be relevant to the application of AI in functional safety. In practice, this involves the use of configuration management and control principles throughout the overall system lifecycle. These are viewed as essential measures to ensure that key requirements for safety, security and operability can be satisfied. Adherence to these principles in development and subsequent operational stages can provide an effective contribution towards consistency and continuity in satisfying safety and security objectives. In this context, configuration management and control should, as necessary, be applied to hardware, software, data, AI algorithm development, system communication capabilities, operating systems, third party libraries/code, open-source code and AI application tools, to ensure adequate traceability to assigned functions within safety, security and operational specifications.

1.4 AI safety opportunities

Undoubtedly, the use of AI can enable automation of applications never previously achieved. Where the consequences to safety of an inadequate decision are low, for example, in machinery applications which can be physically separated by engineering means (for example, guarded) from those it may harm, or even where the use of AI enables detection of significant threats to safety not previously detectable, the potential for an occasional ‘wrong’ decision may well significantly outweigh the risks. However, this may not be the case in high-consequence scenarios, especially where a body of experience has grown up in the norms to be used for digital technology to achieve a tolerable level of risk. This publication therefore addresses the potential use of AI in functional safety, specifically the use of automated systems that perform executive actions to ensure the safety and well-being of individuals, as well as the protection of assets and the environment. Some examples of such systems are:

(a) Aviation: Aircraft control systems, collision avoidance systems and flight data monitoring systems.
(b) Healthcare: Medical devices such as pacemakers, defibrillators and infusion pumps, as well as electronic health record systems and patient monitoring systems.
(c) Automotive: Anti-lock braking systems (ABS), electronic stability control (ESC), airbag systems and autonomous driving systems.
(d) Manufacturing: Safety interlocks, emergency stop systems, machine guarding systems and safety protocols for industrial processes.
(e) Energy: Safety-related systems in nuclear power plants, oil and gas refineries and renewable energy installations, decision support systems to assist in the prevention of accidents and management of hazardous situations.
(f) Transportation: Train control systems, signalling systems, railway crossing protection and traffic management systems.
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(g) Certain types of decision support system, such as clinical decision support, management of emergency response (for example, ambulance service), management of critical alarms and situational awareness.

These systems typically rely on sensors, actuators, control systems and software algorithms to make decisions on, and respond to, unsafe situations. By putting safety measures, protocols and mechanisms into place, these systems can prevent or mitigate accidents, injuries, or damage. Although the use of AI may not provide flawless decision making, nevertheless, there are situations where it may provide more reliable and repeatable decision making when compared to existing solutions, for example, where human decision-making is prone to error. It may also be appropriate to make better decisions and act more effectively to protect people and the environment where other means of protection can be used to guarantee that the system will be sufficiently safe.

1.5 Assurance pillars - structure of this publication

This publication introduces 10 key ‘pillars of assurance’ (Figure 1.1) to discuss the considerations that need to be given to the use of AI in safety-related systems, recognising that functional safety is delivered by the overall system (i.e., sensor through to actuator including hardware, control logic, software algorithms, etc). It also lists some of the considerations that need to be given to building an assurance case for the use of AI in safety-related applications. In this context, it is likely to be easier to justify the functional safety of a relatively simple safety-related system - and the addition of AI might increase the levels of complexity and uncertainty in developing a robust substantiation of safety performance.

All pillars should be considered in relation to both the system and its AI components, although depending on the application, the pillars may not be of equal importance. Further, an effective functional safety assurance case needs to ensure that the interaction between the pillars is addressed and their integration and ranking within the overall system assurance case should be demonstrated. For example, there may be conflicting constraints when satisfying the different pillars and any resolution may affect the assurance of pillars initially considered less critical/resolved.

The pillars provided in this publication should be considered as complementary to, rather than replacing, the relevant regulations and international standards associated with functional safety (see Section 1.1). The pillars do, however, cover aspects of a functional safety assurance case that are not always fully addressed by international standards. In this sense, they have an important complementary role helping to provide confidence in the potential use of AI in achieving functional safety to support its justification. Additionally, these pillars may be replaced or augmented by additional criteria based on the continued development of AI technologies that are suitable for use in safety-related systems. Such uses may include decision support tools, or an element of the safety-related system itself. The introduction of any additional pillars and their underpinning criteria will need to take account of the greater knowledge and experience gained through practical applications and the results of any further research into specific areas (for example, validation of AI robustness in decision making).
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Figure 1.1  Key pillars for evaluating the risk of using AI for safety-related applications

The alignment between these pillars and the overall safety lifecycle model is shown in Figure 1.2. This describes the interaction in a simplified form between the overall safety lifecycle model and the pillars as additional points that require consideration when implementing AI elements within safety-related systems.

In terms of the alignment shown in Figure 1.2 it should be noted that:

(a) There may be overlap in the application of assurance pillars (for example, Hazard analysis and risk assessment, Specification and architecture) between phases and, in some cases, the assurance pillars (for example, Security, Verification) should be considered as transverse across all phases of the overall safety lifecycle. This is likely to be the case for Security, which is increasingly considered at the start of the overall safety lifecycle in accordance with Section 7. Likewise, although system safety architecture is not in itself a pillar for safety risks, the use of defensive architecture and AI ‘safeguarding’ is covered in Hazard analysis and risk assessment, Specification and architecture, and the Verification, validation and assurance pillars, respectively.

(b) There can be an overlap between specification and both data and machine learning, dependent upon the level of detail provided in the specification.

(c) It is necessary to reconsider assurance ‘pillars’ at the appropriate lifecycle phase where modifications occur during the development of safety-related systems, or where upgrades are required during operational phases of the overall safety lifecycle. An impact analysis should be carried out to determine the impact of the proposed modification or upgrade activity on functional safety in accordance with IEC 61508 [Ref 6].
Figure 1.2 Alignment of pillars of assurance to phases in the overall safety lifecycle model from IEC 61508

Overall safety lifecycle model from IEC 61508

Assurance pillars

Section 1 – Introduction

Legal and ethical considerations (see Section 11)

Hazard analysis and risk assessment (see Section 2)

Specification and architecture (see Section 3)

Data (see Section 4)

Machine learning (see Section 5)

Security (see Section 7)

Algorithmic behaviour (see Section 8)

Verification and validation (see Section 6)

Human factors (see Section 9)

Maintenance and operation (see Section 10)

Section 1 – Introduction

Overall operation and maintenance planning

Overall operation and maintenance planning

Overall operation and maintenance planning

Other risk reduction measures

Specification and architecture

Data

Machine learning

Security

Algorithmic behaviour

Verification and validation

Human factors

Maintenance and operation

11

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

Decommissioning or disposal

Overall safety lifecycle model from IEC 61508

Overall scope definition

Hazard and risk analysis

Overall safety requirements

Overall safety requirements allocation

E/E/PE system safety requirements specification

E/E/PE safety-related systems realisation

Realisation (see E/E/PE system lifecycle)

Other risk reduction measures

Specification and realisation

Overall installation and commissioning

Overall safety validation

Overall operation, maintenance and repair

Overall modification and retrofit

Decommissioning or disposal

Legal and ethical considerations

Hazard analysis and risk assessment

Specification and architecture

Data

Machine learning

Security

Algorithmic behaviour

Verification and validation

Human factors

Maintenance and operation
Section 1 – Introduction

1.6 AI safety - codes of good practice

Safety-related applications are generally controlled by international and national regulations, which in turn are supported by specific standards to ensure their safe and dependable operation. It should be recognised that different approaches can be applied in different industry sectors to fulfil principles of functional safety set out in IEC 61508 [Ref 6]. The relevant international standards, include:

(a) IEC 61508, the basic functional safety publication from the IEC [Ref 6].
(b) ISO 26262, the ISO standard on road vehicles [Ref 7].
(c) BS EN 50126/IEC 62278, ‘RAMS’, IEC 62279, ‘software’, and BS EN 50129/IEC 62425, ‘signalling hardware’, for railway applications [Refs 8, 9 and 10].
(d) DO-178C, Software Considerations in Airborne Systems and Equipment Certification, the primary document by which certification authorities approve commercial software-based aerospace systems. The document is published by RTCA [Ref 11].
(e) Other sector specific functional safety standards, for example, those commonly used for machinery (IEC 62061 [Ref 12] and ISO 13849-1 [Ref 13]) or process industries (IEC 61511 [Ref 14]).

In practice, sector specific standards provide guidelines for development, verification and validation, operation and maintenance of systems to ensure that safety objectives are identified and met. The specific processes advocated by these standards do not currently address solutions generated by AI and, indeed, in the past have deterred its application, although guidance is now under development in a number of ISO, IEC and other communities, including:

(a) ISO/IEC TR 5469:2024 Artificial intelligence - Functional safety and AI systems [Ref 15], published in January 2024; this document describes the properties, related risk factors, available methods and processes relating to:
   (i) use of AI inside a safety-related function to realise the functionality;
   (ii) use of non-AI safety-related functions to ensure safety for an AI controlled equipment; and
   (iii) use of AI systems to design and develop safety-related functions.
(b) PAS 8800 [Ref 16], nearing final drafting for automotive applications;
(c) ISO/IEC AWI TS 22440 Artificial intelligence - Functional safety and AI systems - Requirements [Ref 17], approved for development by ISO and IEC in September 2023 to translate [Ref 15] into preliminary requirements for standardisation of AI used in safety applications. (The planned publication date is in 2026); and
(d) International Atomic Energy Agency [Ref 18].

Whilst guidance on the application of AI in functional safety is under development, this is at an early stage of maturity and at the time of writing, there is no generally agreed body of knowledge as to what constitutes a sufficient process for assurance of its safety.
Section 2

Hazard analysis and risk assessment

2.1 Definition of 'hazard' and 'risk'

A hazard to safety is defined in ISO/IEC Guide 51 [Ref 19] as a "potential source of harm", with the clarification that this includes danger to persons, arising within a short time scale (for example, fire and explosion), and also those that have a long-term effect on a person’s health (for example, release of a toxic substance). A hazardous event is defined in IEC 61508 as an "event that may result in harm". Note that the term ‘risk’ in the safety discipline is defined as "the combination of the probability of occurrence of harm and severity of the harm" [Ref 19], whereas the ISO definition [Ref 20] is more broadly defined as the “effect of uncertainty on objectives". In the context of this publication, the ISO/IEC Guide 51 definition is used unless explicitly stated otherwise.

In terms of current practice in accordance with IEC 61508, although AI components may not be used to directly implement safety-related applications, the impact of using AI on safety must still be considered. For example, if a sensor network uses AI-based pattern recognition, a failure in the sensor network could impact a functional safety component that uses the sensor input. It should also be considered that the output of an AI component could be to another machine or autonomous device which might in turn influence the safe behaviour. Further, the AI system might itself increase the number of demands to which a safety-related system must respond, thereby increasing the risk that it may respond incorrectly, or place the system in an abnormal recovery state that has an increased risk of harm.

2.2 Conducting a hazard analysis and risk assessment

Multiple different techniques are used to identify hazards and assess the risk associated with a hazard from concept throughout the lifecycle of conventional safety-related system development, including during operations and maintenance. The techniques range from simple lists produced from previous experience/brainstorming, through to systematic analysis techniques to examine potential deviations from expected behaviour, depending on the complexity and criticality of the application. Common techniques include Hazard and Operability Studies (HAZOPS), Functional Failure Analysis (FFA), Failure Mode Effect and Criticality Analysis (FMECA), and Fault Tree Analysis (FTA). Comprehensive descriptions of each of these techniques can be found in, for example, [Refs 21 and 6]. Techniques from software systems dependability analysis, such as Systemic Cause Analysis [Ref 22] or System Theoretic Process Analysis [Ref 23], which focus on analysis of hazardous events and incidents at a systems level, may also be useful.

As with other complex systems, a factor when analysing risks arising from a system incorporating AI components is that the behaviour of the system may depend not only on its individual parts, but also on the interaction between the parts (emergent behaviour). This can lead to accident sequences not identified during the formal analysis of the system. Whichever type of analysis technique is being used, it’s important that potential causes of failure from an AI component are understood and considered during hazard analysis and risk assessment. At the functional level, a set of guidewords is typically used to prompt investigation of deviations from the intended function:

(a) none;
(b) too much, too little;
(c) too early, too late;
(d) as well as;
(e) part of;
(f) opposite; and
(g) other than.
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At the component level, it may also be appropriate to consider the types of generic failure event that are specific to AI and data science and whether they could lead to hazardous situations such as:

(a) inaccurate prediction;
(b) distribution shift;
(c) lack of fairness and equality; and
(d) model uncertainty.

A further consideration is the potential for risk due to hazards resulting from functional deficiencies of the intended functionality. Often termed the Safety Of The Intended Function (SOTIF), this is further addressed in [Ref 24].

The failure modes that that could arise from an AI component will be dependent on the AI technology used. It’s important to consider the technology, regulatory environment and operational context when considering risk. Currently, the dominant ML method is deep learning which uses multi-layered neural networks. The deep learning method makes visibility and validation of generated models particularly difficult. Examples of high-level failure modes of such a system include:

(a) Model input error, such as a sensor error or an input outside the training data set of the model.
(b) Incorrect output caused by model bias, for example, where a model has given undue weighting to a condition that occurs frequently in a particular data set, but which is not representative of a more general case. For example, if training data only included humans from one ethnicity, it may fail to identify those from other ethnic backgrounds.
(c) Incorrect output caused by lack of algorithm robustness, i.e., the extent to which an AI algorithm is able to maintain its performance under any circumstances, including unexpected inputs, external interference or harsh environmental conditions.

In practice, it may be necessary to augment AI components with conventional safety measures to avoid any adverse effects arising from incorrect outputs due to a lack of robustness. This defensive architectural approach is commonly used to manage risks in safety-related systems that do not incorporate AI technology and, as such, it is important that the application of AI in these applications justifies how it is integrated within the overall design of the system so as not to undermine safety integrity.

In any hazard analysis or risk assessment involving safety-related systems that include components with AI, the inclusion of a data scientist as a participant could help identify failure modes that stakeholders may not be familiar with. AI-based discovery tools have also been developed which could assist in prompting and extending the collective mental model of the team conducting a hazard analysis or risk assessment.

A benefit of generic models trained and tested on large amounts of data by an open-source community, is that they are likely to be less sensitive to variation in training data. Emerging techniques include working with small data sets to fine tune a generic model. The model can be tuned with curated content for very specific use cases using smaller and more controllable sets of incremental training data.

In general, the use of proven AI design patterns and components as a means of simplifying design and development should be encouraged as this could make risk management more practicable.

2.3 Maintenance of the hazard and risk assessment during change

The management of AI components throughout their lifecycle is critical in their deployment. The behaviour of AI components can change over time if the component is enabled to learn from observed data, or if the operational characteristics of the system change. An analogy can be drawn with task-based risk assessment where the risk of a previously assessed work task may vary according to the site conditions at the time the work is carried out. This can be addressed by a process of ‘dynamic risk assessment’. For example, a ‘toolbox talk’ may be delivered immediately before work commences to provide an update on the current situation. While changes in response to data input to the AI component can
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be controlled, a similar process of dynamic risk assessment, aligned with regular monitoring, feedback and adjustment of the AI component, should be considered to review changes in risk associated with the component. Governance tools for AI are available and their use may be helpful in this context.

Frequent testing, including impact analysis, of changes to a model can be facilitated using automated test routines for regression test against original pass criteria. For applications where AI acts as a digital assistant (performing tasks that would require a human to be competency tested, for example), there may be a case for defining competency criteria for the digital assistant. This could be based on requirements such as accuracy and precision and could be tested at regular intervals.

2.4 AI safeguarding

To protect against unexpected behaviour, either as a result of errors during the initial development, or as a result of change during operation, an overall layer of governance and safeguarding is likely to be required - effectively acting as a safety jacket. In many cases, a deterministic rule-based protective layer will be required to prevent the AI component executing behaviour outside of safe limits. For example, an AI assistant performing an automated approval function may not be allowed to approve safety-related activities without human oversight (see also Section 9). Governance may also include regular audit of the model to protect against change.

2.5 Summary and conclusions

This section has introduced the concept of hazards to human safety (both short and long term), the risk of occurrence of such a hazard, sources of behavioural anomaly that could result in an increased risk to human safety, and some of the methods that have been used to identify such risks. The ways in which AI systems in particular may increase such risks are also discussed.

2.6 Considerations to control the impact of the use of AI on safety-related systems

Care needs to be taken to control the impact of the use of AI and, as such, it is necessary to consider a range of factors in relation to potential hazards and risks that may arise, including:

(a) The framework for use of different types of AI technology in [Ref 15] should be used as a guide as to the potential impact on safety risks; in particular, this report identifies a framework based on the degree to which the application can directly affect safety, and the extent to which the technology used can be justified against principles required to assure safety within that application. The baseline for the framework is the underlying principles in IEC 61508.

(b) It is important that the impact of the AI on the overall safety-related system, and hence, the way in which it could impact the harm arising from the use of the system, is understood. There are many hazard analysis and risk assessment techniques which are available to assess such impact at the functional level, as well as through consideration of the ways in which errors in the AI algorithm or its underlying data can lead to a hazardous condition. Appropriate consideration should be given to both the source of failure and its impact on a hazard - unless it can be shown that there are no conditions under which the AI can impact human safety.

(c) Analysis techniques need to be applied that can consider potential hazards arising from sources internal to a safety-related system that might contain AI, including hardware failures, communication errors, integrity of operating systems, the use of third-party libraries/code, open-source code and AI application tools (for example, those used in design, configuration and maintenance). This focus on hazards arising from failure of the AI is important and complements the AI ‘safeguarding’ outlined in Section 3.4 where features, such as diagnostic capabilities and other measures to detect and respond to failures (for example, watchdogs), can be used to improve safety integrity in accordance with IEC 61508.
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(d) Ability to avoid harm depends not only on individual components/systems, but also on how, as a whole (including linked systems, human activity and the environment), these interact together; this should be taken into account. Further information can be found in the Human factors pillar, which considers the interactions between humans and built systems, as well as understanding their limitations.

(e) Provision of a mechanism to ensure the output cannot exceed the safe boundary of the operation.

(f) The nature of AI technology is such that it is difficult for a human to understand the underlying rational for its behaviour, hence the need for point (e).

Notwithstanding the above, by enabling a measure of control over phenomena not previously controllable, AI could potentially improve safety. However, it is questionable whether it could be sufficiently trusted as a replacement to conventional safety-related systems. Its potential to increase a demand on a conventional safety-related system should also be considered.
Section 3

Specification and architecture

3.1 Derivation of the safety requirement

A specification of a safety-related system can be considered in two parts: what does the user need and how will the system behave. Ideally the two will be equivalent.

In terms of the user need, there is little difference between a conventional system and one based on AI. The user will foresee a benefit in deploying the system, but that may introduce or increase the risk of harm. Therefore, a ‘needs’ specification will be in two parts; definition of what the user requires of the system to obtain the benefit, and how to control the risk of harm to acceptable levels. The ‘user requirement’ specification is independent of the technology to be used and therefore conventional functional safety approaches should be used [for example, Refs 7 to 11 and 14 and/or other appropriate sector specific standards].

In conventional functional safety standards such as [Ref 6], the safety specification defines the safety functions (the functions that are intended to achieve or maintain a safe state) and their safety integrity levels (SILs), the confidence that the safety-related system will perform the required function(s). The safety functions are derived by a systematic consideration of the hazards associated with the use of the system and the functions that are necessary to control them. The safety integrity level(s) relates to the confidence that each safety function(s) will be effective and is based on a mapping between levels of risk and engineering judgement as to the methods and techniques to apply to control the risk.

3.2 Definition of the actual behaviour

The difficulty comes once decisions are made on how the functionality will be apportioned, both logically and physically, between different systems and equipment (the architecture) and the choice of the technology to be used for each. For safety-related systems, the ideal technology is fully predictable under all conditions and will ‘fail safe’, i.e., where injury to humans (short or long term) cannot occur.

In practice, absolute adherence to these constraints cannot deliver the benefits society expects. For example, air travel would be impossible, power systems could not be efficiently delivered and computer-based medical devices could not operate.

Thus, in practice, use of computer technologies in safety-related systems is widespread and conventional functional safety standards have been developed to minimise complexity (thus maximising predictability of behaviour), encourage methods that are less likely to introduce error during development and provide alternative means of protection should residual errors in behaviour exist.

Unfortunately, as shown in subsequent sections of this guidance, the methods and techniques advocated in functional safety standards do not comprehensively address the types of error associated with AI components. Although some aspects of AI components can adhere to traditional requirements, for example, the learning algorithm of a neural network can be assured against conventional standards. The difference with functional safety standards can be addressed, in practice, by constraining the impact of AI components on system performance, using a combination of physical guarding, interlocking schemes or other engineering measures (see Section 3.4) to avoid or control risks that may arise from incorrect decision making.
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There is also the question as to how the safety functions are apportioned between components. In conventional safety-related systems, ‘platforms’ (such as a programmable logic controller or database servicers/services) will be selected and the application algorithms will be ‘programmed’ onto these platforms. Multiple platforms may be selected to provide diversity, redundancy and segregation of different levels of safety criticality. In addition, diagnostic functions may be identified to detect and react to faults and failures in the primary safety functions. The architecture will be constructed with traceability through to the safety functions, such that the multiple layers of protection can be evaluated to assure the required safety integrity level (SIL) as well as to ensure that each sub-function does not interfere with the operation of the whole. Traceability of the AI components and their architecture to the top-level functional requirements may not be straightforward.

3.3 Behavioural uncertainties

It is important that the contribution made by the behavioural uncertainties associated with the AI components to the hazards be articulated in the form of failure conditions that can lead to its occurrence in a given application. Whilst this allows the AI component contributions to the potential hazard to be better understood within the context of the safety-related system and its architecture, appropriate measures need to be specified to manage the risk of occurrence of failure conditions that can lead directly or indirectly to a hazard. Hawkins et al. [Ref 25] propose a modification of the AMLAS [Ref 26] approach, to illustrate this (see Figure 3.1).

Figure 3.1 Simplified chain of failure events
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Whilst it is important that safety requirements are specified in an unambiguous and complete manner, it may not always be possible to define the safety functions in such objective terms, even in a conventional safety-related system. A functional safety specification can be considered as a set of proxy requirements of the human's intent for the system behaviour. For example, in the case of a 'simple' traffic light system, the safety function might be defined as "A vehicle shall not pass a red traffic light". At first glance, this statement may appear unambiguous. However, when considered in greater detail, it becomes clear that, in real-life, there are many scenarios in which a vehicle may be required to pass a red light, for example, when it becomes clear the traffic signal is not working or if instructed by a police officer. Unless the specifier has anticipated the complete set of use cases, even a conventional safety-related system may behave in an unexpected way.

In a conventional safety-related system, even if incompletely defined, there is a traceable link between the observed behaviour and the safety function/integrity level required to meet the user expressed need. In the case of AI, this can be a challenge since rules may be generated which do not accord closely with human representations of the problem domain. Further, outputs are derived probabilistically and may not react in an expected manner to every possible environment state. It may be difficult to identify a missing use case or to explain why the system has behaved as it has.

To avoid incorrect specification, it may be necessary to take account of the proposed implementation technology during specification of the high-level requirement. This approach would require previously unknown low-level events to be linked to the top-level hazards to ensure that overall system safety claims can be sustained.

Although specification of AI requirements and behaviour is a developing field, Heyn et al [Ref 27] have articulated the potential challenges across four problem areas: contextual definitions and requirements; data attributes and requirements; performance definition and monitoring; and human factors. These are overlaid on system capabilities, for example, functional behaviour, safety and cyber resilience, etc. This framework could be a useful tool for developing requirements that meet the intent of the safety-related system. To increase confidence, it may be prudent to validate the specification with all relevant stakeholders associated with delivery, assurance, use and maintenance of a safety-related system that incorporates either directly or indirectly (for example, digital assistant) AI technology.

3.4 Summary and conclusions

This section has provided a brief overview of the considerations when developing safety requirements specification for AI systems. At the level of specification of the user need, the approach should adhere to that used for any safety-related system, as the 'need' should be agnostic to the means of implementation. Further information can be found in functional safety standards, for example, IEC 61508.

However, once a decision on technology has been made, the detail in the specification will need to take account of the characteristics of the development technology. In the case of AI for example, the specification will need to ensure that the training set does incorporate the constraints necessary to ensure safe behaviour and to focus the specification on the required outcomes under all foreseeable conditions, including the impact of erroneous AI decision making.
3.5 Considerations for good practice during specification of AI systems in safety applications

The role of specification and architecture is important in the context of understanding requirements for safety-related systems and the uncertainties associated with AI. In practice, it is necessary to consider a range of factors for this pillar, including:

(a) Given the cost and general lack of available data for some applications, it may be tempting to develop the specification of the user need from the available data. This should be avoided since high-level requirements should be implementation agnostic. Instead, conventional functional safety techniques based on consideration of the hazards and potential accident scenarios should be used to develop the highest-level specifications.

(b) Using the requirements to drive the collection and curation of data should help ensure that it meets the intended outcome. There can be significant investment in training data and time just to evaluate an early concept.

(c) Attention needs to be given to address the behavioural uncertainties associated with AI to establish the measures and techniques that should be applied to determine failure conditions that can lead to hazards in any given application in functional safety.

(d) Ensure that the context of operation is clearly articulated. For specifications derived through ML, it is important that the data used is drawn from a sufficiently broad range of scenarios that might occur in the operation of the system.

(e) At the same time, it is not simply a case of more data is better. ML components may over-train on expected scenarios and be unable to generalise behaviour when 'edge cases' arise. It can be these abnormal conditions that give rise to accident sequences.
Section 4

Data

4.1 Data types

The categorisation and use of data in safety-related systems that incorporate AI is very different to that of a conventional safety-related system and the quality and completeness of the data sets has the potential to be a significant source of systematic failures. Additionally, the quality of data can impact security.

Data used within an AI system is normally divided into the following four categories:

1. **Input data**: Data produced by the sensor elements of the safety-related system that is used by the AI model to make decisions.
2. **Training data**: Specific data sets used to teach the AI models or algorithms to make the proper and correct decisions.
3. **Test data**: Data set specifically used to test, verify and validate the AI model.
4. **Experience data**: Data collected during the operational phase.

4.2 Avoiding systematic errors due to data

When specifying and compiling the data, there are a number of factors that should be considered in order to limit the introduction of systematic errors. These factors include:

**Figure 4.1** Factors that can be used to limit the introduction of systematic errors

(a) **Independence**: There should be sufficient independence between training and test data sets to ensure a robust testing and validation of the safety-related system. Without independence it will be difficult to detect when the AI model is unable to generalise to the input data, known as ‘overfitting’. When this happens, the AI model may not perform the required safety functions in the real-world and to avoid the onset of a hazard, it may be necessary to demonstrate that effective measures are provided to address this risk. Independence can be built into the development process and could be linked to the level of safety mitigation required. Independence could be further enhanced by using separate teams for development and testing.

A consideration in developing the safety assurance case is that current functional safety standards lay out the minimum random and systematic failure rates for safety-related systems; it is unlikely that even these failure rates can be demonstrated purely by testing the AI system, and therefore additional forms of safety argument will be required (for example, based on analytical methods).
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(b) Reliability: The input data provided to the AI model needs to be reliable and have an integrity commensurate with the level of safety risk mitigation required. Random or systematic failures within the input sensor sub-system could provide erroneous data to the AI model. This may lead to incorrect decision-making and ultimately a failure of the safety-related system. In essence, safety-related systems can suffer from similar sources of failure and hence, traditional functional safety standards, such as IEC 61508, can be used to design the subsystem elements (for example, sensors) and ensure they achieve the required level of safety integrity.

(c) Bias: If the training and/or test data sets are not sufficiently diverse or representative and/or do not cover the entire problem ‘space’, the AI model may develop unwanted bias. This may lead to the decision-making algorithm allocating inappropriate ‘weights’ to the control parameters to be used in decision-making, or even to the complete omission of parameters needed to cover rare but foreseeable conditions. In this case, the decision-making algorithm used by the safety-related system may fail to protect against specific threats or operational scenarios. The design process should include assessment of data sets and activities with the specific aim of identifying potential bias.

(d) Drift: There are many reasons why input data may drift over time. This can be down to external factors, such as seasonal changes in the operating environment, or internal factors such as degradation/calibration of sensor systems. When potential data drifts are identified, the safety-related system can be designed to incorporate correction factors. These adjust for the fact that the existing data (from the model) is not representative of new data coming in from the environment. It is important to monitor data during operation of the safety-related system in order to highlight previously unanticipated sources of data drift. When this occurs, re-training, testing, and verification and validation of the AI model will be required, including updating the assurance case to demonstrate the system remains safe before it is re-introduced into operation.

Additionally, the spread of input data across the input domain space should be such that the data is complete, and the data set is balanced. Input data can fall into one of four ‘domain spaces’. These can be considered using the following criteria [Ref 28]:

1. The input domain space: This is the set of inputs that the software implementation of the AI model can accept and is a feature of the underlying computer platform (i.e., the way data is represented in the computer hardware/software).

2. The operational domain space: This is the set of inputs that the model may be expected to receive when used for decision making within the intended operational domain. This can include inputs due to operational environmental effects.

3. The failure domain space: This is the set of inputs the model may receive if there are failures elsewhere in the system.

4. The adversarial domain space: The set of inputs the model may receive if it is being attacked by an adversary (for example, a cyber-attack). Even small changes achieved through malicious activity could cause the AI algorithms to reach a false decision – for example, a road sign with ‘stickers’ placed on it may be misclassified, or other deliberate interference may alter the system’s input data.
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4.3 Addressing the challenge of data quantity

One of the challenges faced when training ML algorithms, is the sheer quantity of data required to learn complex tasks [Ref 29]. Acquiring such data is often difficult, costly and labour intensive. Moreover, for particular domains, there may be additional challenges due to the practicalities of observing, or even predicting, ‘edge’ cases, i.e., when there is a change in the parameters driving the behaviour of the decision-making system. For example, if the system is trained only on normal operation, parameters that control the system during abnormal or failed conditions or at the extremes of the operation may not be present in the learned behaviour. It is essential to ensure that all foreseeable conditions are represented in the training data and that the transition points are represented to ensure that the models will be robust when deployed in the real world.

A number of learning techniques have been proposed to address the quantity of data which leverage the fact that deep neural networks seem to learn general features that are transferable, and hence, can be reused by other similar tasks [Ref 30]. The main idea of these approaches is to:

(a) copy parts of the pre-trained source models into the target model;
(b) add one or more randomly initialised (untrained) layers into the target model, such that the last layer now matches the target’s label space which can minimise the possibility of human error in mislabelling the data and introducing bias or other issues, and
(c) train the model using labelled target domain data.

However, these techniques cannot be used if the data originates from custom sensors that are specific to the domain in question. In such cases, pre-trained models rarely exist or may be too sensitive to share.

Unsupervised domain adaptation, where data from a diverse source is used to train a model for use in the problem domain, is another transfer learning technique. This offers the potential for using synthetic data – i.e., data generated by simulation of the problem domain, or by another (for example, scientific) model that already exists. Synthetic data can provide ample data that may otherwise be difficult, impractical or costly to obtain, including the representation of edge cases thereby helping to provide complete data sets. Another benefit of simulating training data is that it eliminates the need for human analysis of different data cases: manual labelling can result in incorrect or biased data [Ref 30]. It should be noted that the generated data can only be as representative of the problem domain as that of the model from which it is derived. Consideration must be given to the trade-off between generating sufficient data quantity and maintaining diverse and representative data that will not introduce bias.

4.4 Summary and conclusions

This section has looked at the categorisation and use of data in safety-related systems that utilise AI. Different types of data have been described and potential issues discussed. In dealing with these issues, it is important to consider the spread of data across the input domain space, how to ensure the data is complete and balanced, and how to acquire and manage sufficient amounts of high-quality training data.
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4.5 Considerations for good data management practices in safety-related systems

Care should be taken when specifying and compiling all categories of data used within an AI system. Specifically, Independence, Reliability, Bias and Drift should be addressed to:

(a) Ensure sufficient independence between training data and test data.
(b) Ensure the input data provided to the AI model is reliable and has sufficient integrity.
(c) Incorporate an assessment of data sets and activities to identify potential bias.
(d) Ensure that operational data is monitored to highlight previously unknown sources of data drift. Re-training, re-testing and re-verification/re-validation of the AI model may be required, including update of the assurance case.
(e) Overcome the challenge of acquiring sufficient quantity of data to learn complex tasks. Techniques such as transfer learning, unsupervised domain adaptation and the use of synthetic data can be beneficial.
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Machine learning (ML)

5.1 Importance of machine learning for engineering applications

Machine learning (ML), essentially the application of statistical techniques to extract 'information' from data, is useful in a range of engineering applications, for example:

(a) to develop machines capable of performing tasks that imitate human intelligence, such as understanding natural language, recognising images, making decisions and solving problems;
(b) to create new knowledge and discovery through the analysis of vast amounts of data, thus enabling the creation of innovative solutions to real-world problems; and
(c) to automate existing processes and tools to improve efficiency, reduce human error and enhance existing capabilities.

ML is not a mandatory characteristic for apparent AI (for example, 'knowledgeable/intelligent' behaviour can also be derived from human knowledge [Ref 31], deduced from scientific theories or from computational optimisation such as genetic algorithms [Ref 29]). However, the use of ML to develop AI systems leads to a much broader range of applications, including those for which there is little 'a priori' knowledge. This leads to its own set of challenges.

There are many definitions of ML however, in the context of this publication, ML is defined [Ref 32] as the "process of optimizing model parameters through computational techniques, such that the model's behaviour reflects the data or experience." ML can be used to generate a representation (or algorithm or model) of the problem space, by using statistical techniques to extract patterns and to identify classification parameters from data.

5.2 Types of machine learning

There are three main categories of ML: supervised learning, unsupervised learning and reinforcement learning:

1. Supervised learning: Where a set of pre-correlated input and output data pairs are presented to the ML algorithm.
2. Unsupervised learning: Where the learning algorithm identifies statistical correlations between the characteristics of the input data and output.
3. Reinforcement learning: Where the algorithm representing the correlation between input data and output is driven to maximise a particular 'cost' function.

Supervised learning [Ref 33]

With supervised learning, the characteristic signatures of the input data that distinguish individual outputs are identified. It is important that the training data covers the entire range of inputs the system will experience in operation – for example, if a model is trained to recognise a car based on images taken from the side only, it would be unlikely to correctly identify a car based on an image taken from the front or back. The process of supervised learning is human intensive as the data set must be first classified by human intervention, thus introducing the risk of defects and bias into the model as a result of human error, either in interpretation or in classification. The solution may also be sub-optimal as the model is based only on the distinguishing features identified through human interpretation, rather than having freedom to identify previously unknown relationships between input and output.
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Supervised learning can be onerous in terms of human activity to prepare the data but can be appropriate when the distinguishing classification characteristics are known.

**Unsupervised learning** [Ref 34]

With unsupervised learning, the learning algorithm discovers for itself the distinguishing features that are used to classify the data. Unsupervised learning can identify structures within the data that are not sufficiently explicit to be apparent to human interrogation. The approach has several benefits, including a reduction in the amount of human interaction required to prepare the learning data sets, the elimination of systematic defects being introduced due to human error and the capability to classify data where no previous theories about the relationship between the input and output exist.

With unsupervised learning, the algorithm can ‘cluster’ the data into classes and when presented with unseen data it can allocate it to the different classes. Problems occur where the clusters are either too narrow or too broad. There is also a risk that the model may pick up on false distinguishing features within the data. There are anecdotal stories of an ML application designed to identify images of fish, which instead classified the data according to the fingers holding the fish!

**Reinforcement learning** [Ref 35]

Reinforcement learning is based around the optimisation of a ‘cost’ function. In simplistic terms, the learning algorithm uses pre-existing parameters to predict the desired output. The ‘correctness’ of its prediction is assessed against a cost function, and the parameters within the model are updated based on a reward or penalty dependent on the ‘closeness’ to the cost function. In this manner, Markov Decision Processes (MDPs) gradually reach the correct answer through a series of successive attempts. The next optimal action is guided by variables such as the environment, the agent’s previous action and rewards.

As with an optimiser, disadvantages include speed of convergence, local minima within a multi-dimensional algorithm etc. Further, the decision on how to apply the reward can have an influence on the effectiveness of the learning. For example, an autonomous truck where the intention is to detect nearby humans, that is rewarded for each successful detection of a human, may be driven to ‘look for’ humans in order to be rewarded.

The choice of learning algorithm will depend on the nature of the application. For example, where the problem domain is well understood, supervised learning may be the most appropriate. Where the goal is to identify patterns in previously unknown domains, unsupervised learning may be the only viable route. If there is limited knowledge about the domain and the only information is about the required behaviour of the system, reinforcement learning may be most appropriate. The challenge for a safety-related system is to ensure that whatever the learnt model, its behaviour can at all times be demonstrated to result in ‘safe’ outputs.
5.3 Impact of data on machine learning

Every ML application is unique, with its own problem domain, level of 'a priori' knowledge and data characteristics. The choice to use an ML technique, if at all, should align with the problem requirements and available resources. The notion of one learning method being superior to another will depend on the nature of the data and the characteristics required in the problem representation/decision making model. Two particular considerations are key:

1. **Type of data:** This has a significant impact on technique selection. Types of applications include:
   - (i) the type of classification (for example, whether for image feature detection, anomaly detection);
   - (ii) the statistical assumptions (regression techniques) underlying the analysis of the relationship between the input data and the output prediction (for example, wear detection, predictive maintenance);
   - (iii) algorithms to identify 'clusters' of data points (for example, to identify 'outliers' in anomaly detection, or relationships between objects of interest); and
   - (iv) dimensionality reduction (for example, data compression, noise reduction).

2. **Amount of data available:** The method should match the amount of data to prevent overfitting or underfitting. Overfitting occurs when the model has a surfeit of data and attempts to produce an algorithm that reflects individual data points, rather than a 'best fit' model. Underfitting happens when the model has too little data and overly generalises between data points. The ideal performance occurs when the model is well-balanced, i.e., when all important parameters defining the model are distinguished, but individual data points are subsumed within the defining parameters.

Optimal learning needs to balance a range of performance considerations. For example, accuracy and speed of prediction is important but not to the detriment of robustness. Consider that apparently anomalous data may be removed during statistical learning - to avoid deviation from the 'ideal' and reduce the number of parameters that need to be considered during prediction. However, removal of outlier data can compromise a system's robustness (for example, by eliminating examples of adversarial attack, or obscure 'edge' [rarely seen data] points). The training process should continue until the model (algorithm) achieves sufficient robustness, i.e., enabling it to produce pre-determined and repeatable outputs for full coverage of the 'input space', including reasonably foreseeable misuse.

During the process of ML, data from the problem space is divided into subsets.

**Training data:** Used to fit or train the initial model and is the primary source of information for updating the model's parameters. The aim of the training process is to minimise prediction error, and hence, the quality and quantity of the training data can significantly impact model performance.

**Testing data:** Used to evaluate the accuracy of prediction of a trained model. This data is typically excluded from the training process and is used to assess the accuracy of model prediction when exposed to previously unseen data. The performance of the model can also be used to fine-tune parameters.

**Verification data:** Used to fine-tune the model's parameters. This data is used to determine the best set of parameters for the model and can help to prevent overfitting or underfitting.

In conclusion, the data used for AI learning should be diverse, representative and of high quality. The choice of data subsets and their use in the training, testing and validation processes can significantly impact the performance and accuracy of the resulting models.
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5.4 Online vs offline learning

The means to collect data for ML is discussed in the previous section. This can be undertaken during development and during operation of an AI-based system. However, the decision on when to implement newly learnt behaviour is a key differentiator for safety-related systems.

‘Static’ (offline) learning permits the data to be gathered and analysed but without change to the operational system. Dynamic (online) learning would permit the control parameters to be modified whilst the system is operational to enable it to dynamically adjust to its environment or optimise its behaviour.

It should be noted that in cases where ML can impact safety, online learning (i.e., learning whilst operational) is not consistent with conventional functional safety standards, as any change requires that a comprehensive impact assessment and re-verification/re-validation activity is carried out before the safety-related system is put back into operation.

5.5 Summary and conclusions

This section has summarised the opportunities associated with ML, including the ability to address problems not previously amenable to human endeavour, and it has highlighted the factors affecting the adequacy of the resulting decision-making algorithms. It has also illustrated that the adequacy is highly dependent on the characteristics of the data, the coverage of the problem domain, the assumptions underlying the statistical techniques applied to the data and the extent to which the extracted parameters are both sufficiently comprehensive but not overly detailed. Further, the use of learning to modify a safety-related system still needs to be subject to appropriate assurance processes.

5.6 Considerations for machine learning in safety-related systems

Care should be taken in the selection of ML techniques, particularly when adopting pre-existing algorithms:

(a) The underlying statistical assumptions in the ML algorithms and their appropriateness for the particular problem data need to be understood and justified.

(b) Use of supervised learning techniques is susceptible to human error; conversely use of unsupervised techniques may not result in algorithms that are intuitive to human understanding, leading to difficulty in assuring the safety of the system.

(c) Inadequate data quality can negatively impact the accuracy of a machine learnt model; this includes the factors mentioned above, noisy and otherwise corrupted data (including the effect of hardware vulnerabilities and adversarial attack).

(d) Dynamic learning (including through learning from operational data) should be managed in a way that is consistent with current functional safety guidelines which require that, prior to change, an impact assessment is carried out and that, prior to re-introduction to normal operational use, the system safety argument is re-validated to take account of any change.
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Verification, validation and assurance

6.1 Background to verification and validation in safety-related applications

Verification and validation (V&V) are processes normally applied to any development project, regardless of whether the system, element or component is safety-related or not. In essence, verification is the process of developing confidence that the product meets its requirements and validation is the process of developing confidence that we built a product that meets the users’ needs. Sometimes, this is presented as two high-level questions: "have we built it right?" (verification); and "have we built the right thing?" (validation).

The processes used to undertake V&V range from analytical techniques to inspection to demonstration (through simulation and test), to confirm that the appropriate activities have been carried out competently (for example, by persons independent of the AI designers) and with sufficient rigour, and any issues identified have their root causes understood with appropriate measures taken to ensure that they are resolved. Conventional functional safety standards require that the V&V activities are carried out across the entire development lifecycle, with the initial lifecycle phases relying more strongly on analytical and inspection techniques and the validation phases more strongly on test and demonstration (repeated iteration of the phases is also possible, as, for example, in the case of ‘agile’ development). Due to the complexity of any real-world computer system, reliance on testing alone is not considered sufficient, and instead there are strict requirements for the use of various forms of analytical assurance during the design, to demonstrate that each stage of the design is without error or misunderstanding compared to the pre-curser level of design (for example, mathematical and/or logical methods, traceability analysis). Further, architectural strategies have gradually been accepted into common practice as a means to reduce the design complexity (for example, the architecture of the industrial programmable controller and the aircraft Full Authority Digital Engine Control (FADEC)). A third strategy is to use redundancy and diversity, including ‘n out of n+1’ voting, such that should an error be encountered in one branch of a system, then either through other branch(es) and/or the outcome of conditional voting, the required operation will continue to be provided. In some safety-related systems, temporal monitoring may be used to ensure that branches are unlikely to encounter the same error at the same time.

6.2 Verification and validation challenges

The challenges for safety-related systems developed using AI include:

(a) The phases of the AI lifecycle can be very different to those in current functional safety standards and as such, some of the existing analytical techniques (for example, logic) may be of limited value. Others (such as hazard analysis and risk assessment) may be alien to the way the AI discipline has evolved. Furthermore, whilst a significant level of consensus has grown up in the field of conventional safety-related system engineering as to the different methods and techniques that can prevent and control errors, given the relatively short time in which AI systems have been introduced to real world use, no such consensus is yet available to deal with the different phases of the AI lifecycle.

1 In IEC 61508, verification is defined as “confirmation by examination and provision of objective evidence that the requirements have been fulfilled.” Validation is defined as “confirmation by examination and provision of objective evidence that the particular requirements for a specific intended use are fulfilled.”
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(b) The model of AI behaviour within a system is usually derived by statistical analysis of an observed set of individual data points. As such, the rationale for asserting that the model is correct and complete may be difficult for a human to understand or to relate to other well-proven views of the world; instead, heavy reliance is placed on ‘demonstration’ through the ability of the system to respond as expected to a defined test set. In practice, this addresses only a relatively small subset of the requirements of current functional safety standards, and, as already noted, is unlikely to enable the safety-related system to be demonstrated through test alone to the levels of integrity required by functional safety standards (probability of failure on demand between $10^{-5}$ and $10^{-9}$ probability of failure per hour, depending on the safety integrity level of each safety function).

(c) The paradigm adopted in AI is generally one of progressive improvement through observing and adapting to input data that varies from that seen previously. This is the antithesis of conventional safety-related systems, where extensive effort is put into assuring that the system will operate as required to maintain its safety function(s) from the outset; constant change is neither desirable nor practicable, since each change must be fully re-verified and re-validated, including consideration of any side effects of interfacing systems, operations or the environment.

(d) Demonstrating that AI cannot interfere, as necessary, with systems providing the primary protection and/or cannot exceed safe operating conditions.

Unfortunately, at the current time, there is no agreement on good practice to overcome the above challenges. The approach taken in [Ref 15] is to:

(a) If possible, apply the existing functional safety standards, at least to those parts of the safety-related system which are amenable to such processes as [Ref 15] has shown that even with an AI system, much of the system draws on conventional technology.

(b) (If (a) is not possible), identify equivalent safety principles to those underlying conventional functional safety standards and justify the equivalence in the safety argument.

An example of an alternative approach to justifying (parts) of the safety argument is given in [Ref 36] for the specific case of low-level verification requirements. [Ref 36] builds on [Ref 11] to include additional data specific elements as used in ML, i.e., that data should:

(i) Relate to the intent of the high-level data passed to the ML from the system specifications.
(ii) Not contain unintended bias.
(iii) Be sufficient to achieve adequate model training.
(iv) Be syntactically and semantically correct so that errors are not caused during training and misleading outputs are avoided during use.
(v) Address normal and robustness behaviours. That is not solely focussed on nominal data that might only test conditions the AI is exposed to through routine operation, but also includes stressing but realistic inputs that may cause model failure.
(vi) Be self-consistent, for example, the same type of item should not have different labels.
(vii) Conform to standards for data used in safety critical applications (for example, [Ref 36]), which will assist with the correctness of the overall product as well as supporting re-use with other applications.
(viii) Be compatible with the target computer.

(c) (If (b) is not possible), restrict the use of the AI to areas that do not impact safety. This may mean that approaches such as AI safeguarding (see Section 3.4) should be applied, or else strategies deployed whereby human oversight can be provided to avoid an unsafe condition arising from AI, for example, in the form of decision support tools or offline supervision.
Another example of guidance on assurance of autonomous systems can be found in [Ref 37].

Nevertheless, from the discussion on machine learning, it is clear that AI enables detection of anomalous behaviour (such as external attack) and automation of novel functionality, even control of phenomena not previously understood (for example, understanding the internal behaviour of novel combustion chambers which cannot be adequately instrumented without affecting the behaviour of the system itself). Hence, AI can certainly provide additional capability over that of conventional systems, potentially reducing ‘out of bounds’ events, enabling ‘new’ types of safety function and protecting against unexpected behaviour. In principle, AI does have the potential to increase overall safety, although this argument will need to be made at a higher level than that of the AI system itself.

6.3 Summary and conclusions

This section has introduced the concepts of verification and validation and has explained that for computer-based systems, test alone is not considered sufficient for safety-related applications. Instead, verification is applied throughout the design lifecycle using techniques ranging from the analysis to inspection to demonstration (through simulation and test) and to audit. A number of challenges for verification and validation of AI are noted.

6.4 Considerations for verification, validation and assurance of safety-related systems

When developing and implementing approaches to verification, validation and assurance for safety-related systems that are intended to incorporate AI, it is necessary to give attention to a range of factors that include:

(a) Wherever possible, identify parts of the AI system that can be treated under conventional functional safety standards.
(b) The approach to the overall assurance argument will need to be considered as it is unlikely that test alone will be sufficient to meet the requirements of current functional safety standards.
(c) What analytical techniques, in addition to demonstration against a test set, can be deployed to improve confidence in the integrity in line with the expectations of functional safety standards.
(d) In addition to confirming that the safety-related system satisfies its specification and the user requirements, it is also important to check that the safety-related system has not been compromised, for example, by performing some checks with altered or unexpected inputs.
(e) In lower risk applications, if machine learning is allowed to take place after deployment (for example, through use of a separate monitoring system not able to influence the operation), re-verification and re-validation should be undertaken before each change is introduced into the operational system. In order to minimise rework, it may be possible to consider the use of a separate ‘safeguarding’ system to ensure that the AI cannot exceed safe boundaries of behaviour. Also, it may be possible to move towards a more permissive approach to re-validation when there is more evidence available from real applications.
(f) Pay particular attention to the ways in which the data can result in incorrect learnt behaviour.
(g) Ensure that AI cannot interfere with systems providing the primary protection, which depends on the results of analysis of the boundaries of the systems and any overlaps that may occur.
(h) Focus should be given to providing a clear understanding of the phases of the AI lifecycle and the differences to those in current functional safety standards, and evaluating whether or not some of the existing analytical techniques (for example, logic) may be of limited value whilst others (such as hazard analysis and risk assessment) may need to be adapted to reflect the way that the AI discipline has evolved. This approach is intended to determine if a consensus can be reached on measures and techniques to give confidence in AI robustness throughout its lifecycle.
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Security

7.1 Information security and the confidentiality, integrity and availability triad

The evolution of AI in safety-related systems has, to date, largely focussed on the potential benefits in identifying and defending against computer-based vulnerabilities and cybersecurity threats. But this should also prompt organisations to consider the security impacts of AI, including how AI technologies themselves can be secured, for example, ensure the integrity of decision making where this informs functional safety and the performance of safety-related systems.

In August 2022, the National Cyber Security Centre (NCSC) published Principles for the security of machine learning [Ref 38]. The principles of [Ref 38] should be considered alongside cyber security best practice for conventional software development.

A common model for considering the security of systems is the information security triad (CIA triad). Three principles (Confidentiality, Integrity, Availability) should be upheld if a safety-related system is to be secure. Depending on the application, different elements of the triad may be optimised. In networking, for example, cybersecurity would generally prioritise availability. In IT, confidentiality may be of paramount importance. In safety applications, integrity and availability (to perform the safety functions), are most important for system operation, though confidentiality is important to ensure no unauthorised access to the system and to ensure vulnerabilities (especially those affecting safety) are not widely known.

It is important to consider the different phases of the safety-related system lifecycle, any known vulnerabilities with the technologies selected for use within the system and their risks within the CIA triad.

7.2 Confidentiality

Design: All details of the safety-related system design and its data sets should be protected (including any AI frameworks used, the training methods, data libraries, inputs and model parameters). These can influence the implementation and ultimately the characteristics of that system. Additionally, any rules or conventions that the safety-related system follows, should be protected. This information could assist users with malicious intent, allowing them to degrade the operation of that system – for example, by providing input data that is known to trigger an incorrect behaviour or classification from the AI model.

Training: In training, data on the performance of the safety-related system, plus details of the actual data sets used (and any categories), needs to be protected during, and for, the lifetime of that system.

Deployment/operation and maintenance: All persons working on the safety-related system (during operation and maintenance) must understand the criticality of system confidentiality – details of that system, its specification and its performance, should be strictly confidential (if necessary, these could be bound by non-disclosure agreements). Only authenticated and authorised users should be able to access the safety-related system (both hands-on and remotely). Additionally, there should also be a limit to how much information can be gained from unauthorised access. Disclosure of the safety-related system’s expected behaviour, limitations or the constraints by which it operates, could lead to persons taking advantage of how that system operates in order to trigger unexpected performance.

In practice, it is likely to be necessary to apply higher levels of authentication and authorisation to personnel with responsibility for safety-related system modification(s), as their role in undertaking these activities is key to maintaining system confidentiality. This extends to confidentiality of test data used within either the development or deployment environments to establish that performance is not undermined because of any changes to software or data introduced during modification.
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**Retirement or decommissioning:** A safety-related system that utilises AI has almost certainly processed data and is likely to contain artefacts of that data or the processing results. If sensor data is stored, this may contain sensitive data (either personally identifiable information, intellectual property or deployment environment data) that is likely to be confidential and require removal from the safety-related system in order to protect it from falling into the wrong hands. Aside from the data, the safety-related system may contain implementation details of the model, or it may be possible to retrieve these, and the hardware of the system may need to be ‘cleaned’ to remove this.

### 7.3 Integrity

**Design:** Issues encountered during design include the re-use of components, their legitimacy and their integrity. If third party components (such as models, labelled data, software modules) are used, it is important to check that they are suitable (given the intended use), genuine and have not been tampered with. Failure to ensure the integrity of the components selected for use within a safety-related system can lead to inadvertent operation of compromised components that will not perform as expected or may have hidden functionality that could be triggered by particular input. These could all potentially result in unsafe and unpredictable behaviour.

Where third party components are used, it may be necessary to introduce measures to secure the supply chain using techniques to add resilience to AI models, organisational processes and personnel competence. Further information on this aspect of the security pillar for AI is provided in guidance produced by the European Telecommunications Standards Institute (ETSI) in their guides on securing artificial intelligence (SAI) series [Ref 39].

Similarly, arrangements should be made to improve the integrity of the infrastructure associated with the development environment and digital assets for AI in safety-related systems. This is necessary so that there is a clear understanding of the severity of the risk posed by the combination of valuable assets and supply chain inputs merging at this stage. Further information on measures that can be used are provided in [Ref 38].

**Training:** Likewise, the training data will need to be checked for its suitability, lack of bias and evidence of any tampering – this includes labels if present. If training data has been tampered with, it may contain malicious ‘backdoors’ which could allow users to trigger particular responses for inputs with particular characteristics. For example, sunglasses inserted into data used to train a facial recognition model. This altered training data can result in a model that associates sunglasses with a feature that it recognises, leading to, for example, an unauthorised user gaining access to a hazardous facility – endangering themselves and others.

**Operation and maintenance:** Systems that use AI rely on key ‘ground truth’ data (namely date, time and position information). If the source and accuracy of this is not protected (for example, if it can be changed without authorisation), then the correct functioning of a safety-related system cannot be guaranteed. Critical system operations such as the ordering of data, decisions made and detection of tampering, may perform erroneously with safety consequences. Key data should be protected at the appropriate privilege level. Ideally the safety-related system should have a fail-safe action if it encounters anomalous or conflicting data. Additionally, if operational data is able to modify the system’s learnt model, consideration needs to be given to the risk of deliberate or accidental drift in the model. On the one hand, this could lead to improved performance, on the other, it could lead to a safety-related system that does not behave in accordance with its original objective.
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Retirement or decommissioning: Continuing to protect the safety-related system once it has reached the end of its life will ensure that copies, or re-used/repurposed systems, do not circulate and impact the integrity of the in-service system or similar systems – for example, if ‘version 1’ or its constituent parts appear on eBay, this will impact the security of all other ‘version 1’ systems and potentially newer versions that share aspects of its specification.

This means that any safety-related system withdrawn from service needs protection to ensure that similar systems (now or in the future) are not put at risk by leakages of confidential design or operating features. Additionally, any data sets used in the system creation should be protected.

7.4 Availability

Design: Knowledge of the safety-related system and all of its components (versions, source, authenticity) is critical to ensure that the system does not contain any known vulnerabilities and to apply patches if vulnerabilities are disclosed in any of its components. The list of a system’s software components is known as the software bill of material (SBOM). Such a list is important to ensure that it is easy to check for security vulnerabilities (as well as configuration management). Indeed, the US Government has now mandated [Ref 40] that providers of critical government software supply an SBOM for each product and it seems likely that other countries will follow this lead.

At the design phase, mechanisms should be included to verify all inputs to the safety-related system – ensuring that they are in the correct format and within range. If the safety-related system receives external data, then its reliance on this data should be assessed to ensure that risks are known. If external data is critical to the correct operation of that system, then checks on the authenticity of the data will be needed.

Operation and maintenance: Access to a safety-related system needs to be restricted to only those that have a legitimate need to use it for their role. Users should be suitably knowledgeable and skilled to use the system correctly and determine inappropriate use (for example, in environments that the system has never encountered). They should also be alert to any indications of malfunction or unexpected behaviour – especially if safety is impacted. Additionally, the safety-related system should be protected from denial-of-service attacks and/or computationally ‘greedy’ operations, demanding frequent, time consuming or resource heavy tasks. In addition, an access control system should be in place such that each user only has permissions to carry out the activities they need for their role. Failure to prevent unauthorised access can impact all three elements of the information security triad and if actions performed are detrimental to the system’s functioning, then it is likely that safety will also be put at risk.

Retirement or decommissioning: Continuing to protect the safety-related system as it is decommissioned will ensure that existing models of that system that are still in use are not put at risk by knowledge of the system’s operation, or by re-used or non-genuine models.

7.5 Sources of security threats throughout the AI lifecycle

A system that uses AI involves additional considerations above and beyond those that would be expected for the secure development of a traditional software-based system. These are particularly important for a safety-related system. The diagram shown in Figure 7.1 highlights some of the security threats and areas that require protection within a system using AI.
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Figure 7.1 System lifecycle for a system incorporating AI: Potential risks are shown with purple arrows. Braces indicate elements of the Computer Security CIA triad

7.6 Competence and access control

In addition to security concerns, competence should be addressed throughout all lifecycle phases. The knowledge and experience of those operating the safety-related system as well as those that design, develop, train and deploy systems using AI in safety-related applications, will influence the decisions made across the system’s lifecycle, and the level of risk that is deemed acceptable for the intended application. Knowledge will be required in the domains of security, AI technology, functional safety and the intended operational environment. The level of competence required for each role needs to be assessed and individuals verified for those competencies.

Competence should be taken into account in authenticating and authorising personnel to operate and use, maintain and, as necessary, modify safety-related systems that include AI. It is recommended that only authenticated and authorised users should be able to access and use the safety-related system, and only a subset of personnel will be authorised to modify system settings. Verifying competence is often dealt with through a competency management scheme, which sets out the competencies expected and evidence required to prove competence in specific tasks, including schemes for monitoring and measuring the competencies of employees [Ref 41].
Section 7 – Security

Depending on the application, a user could need competence in the principles underlying the assurance case for the particular system, as well as the AI assumptions underlying its model. A user that can correctly interpret whether a system is performing as expected, or malfunctioning, will be better positioned to judge the system’s output. Alternatively, the user may only need to know the constraints on use, in which case the information should be provided in the form of a 'safety manual', data sheet or operations and maintenance manual.

In terms of competence requirements, preventing the system encountering anomalous input (or detecting it and responding with appropriate behaviour) depends on an understanding of the principles and constraints by which the system operates, including any situations where it might not work as intended.

Autonomous systems enabled through AI may not have an operator and therefore may have need for protection beyond those of conventional safety-related systems. The first dimension to this is physically protecting the safety-related system when it is not in use – preventing tampering or theft, logically preventing external access and authenticating any changes. The second element is controlling input into the safety-related system’s sensors – this could be achieved via filter, or other guard mechanisms. For example, preventing intense light beams from penetrating camera sensors.

Finally, care needs to be taken to ensure that documentation relating to all aspects of data management are subject to appropriate processes, such as organisational controls relating to access and modification, to prevent the introduction of inadvertent data errors that may not be readily detected until later phases in the safety-related system’s lifecycle model. This may be achieved in practice through the adoption of relevant systems engineering principles in the lifecycle model and, where necessary, adapting these to meet objectives for security informed safety.

7.7 Summary and conclusions

Security and safety are interrelated – a system cannot be guaranteed to be safe if it is not secure [Ref 42] – although it should also be understood that a secure system is, by no means, necessarily safe. This section has provided a summary of how security needs to be considered at all phases of the overall safety lifecycle, regardless of the technologies used by the safety-related system and its development and deployment environments. This necessity has been termed "security informed safety" [Ref 6].

7.8 Considerations for good security in safety-related systems

Only by considering security during all phases of the system lifecycle, can the security of the safety-related system be protected through life - this is a basic pre-requisite for demonstrating that a system is safe:

(a) Follow cyber security best practice – the underlying system is a computing system – regardless of its use of AI.
(b) Design for security.
(c) Minimise the availability of data on the safety-related system (to minimise an adversary's knowledge).
(d) Secure the supply chain and both the development and deployment infrastructure.
(e) Track your digital assets.
Algorithmic behaviour

8.1 Differences between conventional and AI algorithms

This section outlines the challenges associated with algorithms used to produce AI-like behaviour. In the context of this publication, an algorithm is defined as a process or series of steps that can provide a solution to a problem. In AI applications, particularly those that make use of ML, the steps of the algorithm are usually known but the specific behaviour at each step is dictated by additional inputs. Examples include the application of training data and the tuning of parameters via the learning algorithm (in the case of deep neural networks) or the use of pseudo-random behaviour (for example, during the explorative behaviour of numerical optimisers such as genetic algorithms). In general, an algorithm provides a means to map an input domain to an output domain, but in the case of AI, the mapping is usually so complex that it is difficult to make claims about the predictability in the same way as has been argued for conventional safety-related systems.

In the case of conventional functional safety standards, assurance is built up from the initial derivation of the safety requirement(s), through traceable decomposition through each successive behavioural specification and onto implementation. At each phase of the development lifecycle, different activities are undertaken, each seeking to prevent, detect and remove errors as close to the source of their potential introduction as possible. Due to complexity of the resulting algorithms, it is recognised that verification cannot be exhaustive and for all but relatively simple algorithms, it is impossible to demonstrate the absence of errors. Fortunately, this uncertainty is mitigated by the predictability of the algorithmic behaviour across a known input data space.

For an AI derived algorithm there are two main challenges:

1. Demonstrating that the algorithm does predictably implement the expected behaviour.
2. Demonstrating the ability to control any hazardous situation that may arise as a result of using the algorithm.

In AI algorithms, predictability is often lost for a number of reasons. For example, when using ML to derive the algorithm, the resulting behaviour is dictated by the data it encounters during any learning phase. This contrasts with traditional systems that are explicitly derived from a higher-level specification and directly encoded. In some ways, ML is analogous to the traditional scientific approach where a model of the world is derived through observation, albeit in a much less-well defined sense. Further, an algorithm derived by ML will include the ambiguities of the learnt environment. Additionally, AI-based systems are specifically designed to cope with dynamic, complex and uncertain environments. Hence, it is not practicable to define the exact behaviour for every instance of the operational environment (indeed, if that is so then arguably the software should be encoded using traditional, predictable methods).

In conventional automation, a system will be developed to provide a benefit to the intended users, for example, to travel from A to B in a specified time or to produce energy at a specified level of consumption elsewhere. In general, the benefit may not be directly related to safety, but in many cases, the use of the system could increase the safety risk. Accordingly, it is necessary to limit the risk to that which is tolerable [Ref 43] and As Low as Reasonably Practicable (ALARP) [Ref 44] in consideration of the overall societal benefit. This may be achieved, either through the inherent safety of the primary system or through provision of supplementary ‘protection and mitigation’ algorithms. In functional safety, these requirements are derived from, and therefore directly traceable to, the ways in which the algorithm can lead to an unsafe situation. In contrast, an algorithm derived through ML has no such linkage to a requirement based on control of a dangerous state, since such a state could never be allowed in normal use. Instead, behaviour would need to be derived indirectly from identification of constraints that cannot be allowed to be breached.
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8.2 Assurance of algorithmic behaviour

Assurance of algorithmic behaviour can be distilled into three basic principles:

1. **Understand** what the system needs from the algorithm. In a traditional system, this might be considered as the high-level system requirement; that is "what the system requires the AI to do", rather than how it is to achieve it.

2. **Relate** the understanding of system-level requirements to the implementation of the algorithm. This can be considered as broadly equivalent to low-level requirements in traditional software development (that is "how the AI will achieve the requirements the system is placing on it"). In traditional safety-related software development approaches, this is achieved through traceable decomposition. This may not be practicable in many AI-based implementations, in particular those involving ML.

3. **Show** the implementation is appropriate. This can be a combination of:
   (i) arguing that the process used to implement the behaviour is credible (for example, making claims that assurance of algorithmic behaviour can be distilled into three basic principles, and that the AI-paradigm is the most appropriate for the type of problem being solved), and
   (ii) demonstration through the application of verification and validation that the probability for errors, when applied in the target domain, has been minimised.

![Figure 8.1 Model showing the relationship between the three basic principles of assurance of algorithmic behaviour](image)

Whilst the three basic principles may appear to be sequential, they are most likely to form an iterative lifecycle.

8.3 Summary and conclusions

This section has summarised the challenges associated with algorithms used to produce AI like behaviour and, in particular, the lack of explicit traceability between an algorithm's behaviour and that of both the user need and the control of potential hazards. Three principles of assurance of algorithmic behaviour have been proposed:

1. understand what is required from the algorithmic behaviour;
2. relate the understanding to the control of hazards (in the case of safety) and, more generally, to the user need; and
3. show that the behaviour executed is desired, and that the safety-related system cannot execute any behaviour that might jeopardise safety.
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8.4 Considerations for AI algorithmic behaviour in safety-related systems

Care should be taken in the choice of algorithm to deliver both operational and non-operational (for example, safety) requirements including:

(a) Ensure the selected algorithm is appropriate for the range of tasks expected of it.

(b) At the (global) level, ensure the general behaviour of the algorithm can be explained and related both to real world models of the expected behaviour and to the expectations of safe behaviour. Ensure that any constraints on behaviour for safety reasons cannot be breached.

(c) At the finer granularity (local) level, ensure there is a thorough understanding of what a particular output should be and why it occurred.

(d) Consider the extent to which the algorithm choice should support the identification and analysis of incidents, weaknesses or unexpected conditions. In the event of such a condition, ensure that the algorithm will bring the safety-related system into a safe state.

(e) Ensure protection has been provided for typical algorithmic errors including over-fitting, data leakage, under-representation and adversarial examples.

(f) Ensure the programming language supports the data used within the problem space.

(g) Ensure that an argument for the dependability of the supporting software libraries and their dependencies is available, including that they come from reputable sources and that there is good knowledge of any unexpected or failed behaviour. Ensure that the specific configurations are recorded and that they are likely to be supported throughout the life of the safety-related system.

(h) Ensure that the development environment and support tools used during the software development have sufficient pedigree, are properly documented and can support any particular AI considerations. Wherever possible, use conventional functional safety standards to ensure tools are qualified to adequate safety integrity levels.

(i) Software failure – algorithmic issues can be less visible than traditional software faults; ensure measures been implemented to provide confidence in the AI model under failure and abnormal operating conditions.
Human factors in AI safety

9.1 Overview of human factors (HF)

Human factors (HF) describe the complex interactions between humans and built systems, whether they be physical interactions, mental models or supervision and control. HF considerations include the recognition that it is possible to have designed and built a safety-related system which satisfies the specified safety requirements, but which, when deployed, exhibits undesirable behaviour owing to the way actors interact with that system. As with functional safety standards, the attributes associated with strong design for human factors in traditional safety-related systems are relatively well tried and tested over the course of many decades.

9.2 Impacts of AI on human factors

The implementation of AI in safety-related applications is likely to require a re-evaluation of the tried and tested HF processes. As the capability of AI, and hence, autonomous behaviour, increases, the boundary of behaviour may shift between the human and the machine, changing the traditional activities that the human may be expected to carry out. It might be assumed that a commensurate reduction in supervision would yield fewer HF related issues, however, it is more likely that the point at which HF considerations need to be addressed will change. For example, risks may shift from the operational phases into development as unrealised HF risks become ‘baked in’ the AI model, rather than manifesting as a result of in-service operation. Other considerations that may need to be taken into account include:

(a) the extent to which a human operator will place dependence/trust on an autonomous machine; and
(b) the extent to which, in the case of unexpected behaviour, the human is in a position to understand the situation and to take control to maintain a safe state.

Further, if the operation of a safety-related system is largely autonomous, then a human operator is likely to be subject to little practical experience during various modes of operation; training for abnormal and exceptional conditions will be necessary if it is not possible automatically to bring that system to a safe state.

Some examples of potential HF risks are discussed below:

(a) the limitations of effective decision-making capability in AI models when compared to humans;
(b) human factors risks associated with incompatible understanding of system operations;
(c) issues related to differences in human culture compared with the context in which an AI model is used; and
(d) management of the human/machine capability gap and its effects on those developing safety-related systems.
9.3 Performance goals for AI models based on the same criteria as for human-centric systems

In certain applications with a limited requirement for safety integrity to be achieved, a task may be defined by implicit criteria and left to the operator to ‘fill in the gaps’, for example, “the task is complete when the object is placed in this area.” Despite the incomplete nature of the goal, human cognition, experience and problem-solving capability mean that the goal is readily understood by operators and developers alike due to a common contextual model of the world. However, when combined with certain ML techniques such as reinforcement learning (RL), the lack of a complete specification is likely to lead to behaviour not anticipated by the system designer. In particular, despite terms such as neural network, an ML algorithm only has access to the data presented during training from which a deterministic algorithm is derived. It does not have access to a wealth of general knowledge of the type used in human problem solving. In short, expecting humanlike approaches from ML systems when exposed to ill-defined or unexpected conditions is to be exposed to risk.

Such shortcomings in background experience will require increased rigour from system designers in addressing the gap between desired system behaviour and the type of behaviour they would expect an equivalent human to exhibit. This is not a simple change to make. It requires a change of mindset from human to machine-centric design, which in turn needs to be codified into design practices to ensure they are not overlooked.

There are approaches, such as [Ref 26], which address the definition and validation of system behaviour. Peer review can also be a useful technique to identify ambiguous and alternative interpretations of a specified objective.

9.4 Humans acting on incomplete information

In both conventional and AI systems, fall-back to human management is used as a control measure in the event a safety-related system approaches an unsafe state. Humans have a relatively good track record with providing timely and appropriate responses to dangerous situations in a way that seeks to reduce harm as effectively as possible.

Traditional safety-related systems make use of tried, tested and often safety assured components to either intervene or warn supervisors of unsafe states, through mechanisms such as aural/visual warnings or critical parameters displayed on human machine interfaces (HMIs).

Since scenarios where humans are required to intervene are likely to present high stress, high cognitive load and conditions that are rarely experienced; careful thought goes into prescribing the flow of events leading up to the dangerous state and the appropriate actions to be taken. This includes the time for the human to acquire the necessary situational awareness. History shows that many accidents are attributed to human error, because the human was not able to adapt to the unexpected operational conditions quickly.

Systems using AI lend themselves well to increased autonomy which naturally requires less by way of HMI design, indicators, etc. Further, it may be difficult to predict the onset of hazardous states and to articulate the situation to supervisors effectively, even if the appropriate alarms etc. are present.

Designers must consider the likely mental models that operators and supervisors have of any system, both in normal and failed states. Warnings should be generated such that they require minimal understanding of the way in which an AI system processes and generates data. Designers should also seek to create defined bounds by which control can be handed over to the operator, ensuring that for any foreseen failure state, there is a human response that can place the system into a safe state in sufficient time to avoid an accident.
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The use of specialists in HF, particularly those in branches such as cognitive ergonomics, may be of importance in the early-stage design for developing safety-related system states, ensuring humans in the loop are able to act in the manner desired by the system designers.

9.5 Culture and context

The practice of functional safety is largely harmonised throughout the industrial world due to the wide acceptance of standards such as [Refs 6, 7 and 11]. However, the concept of tolerable safety risk can vary greatly between different communities and different sectors. Different cultures, with different accepted ‘norms’, behaviours and risk appetites, may act very differently when faced with the same situation. Another variant is the level of awareness/capability that can be expected from the intended users. For example, while operators within the high hazard industries (for example, nuclear, aviation, energy production) can be expected to be highly trained, alert and responsive, it is important to acknowledge that not all users will have the same level of experience and proficiency. Additionally, users may not be safe at all times – for example, if they are distracted due to human factors, issues such as temperature, noise, fatigue or illness. Furthermore, there are traditional industry sectors, especially workers in small to medium enterprises, who are not familiar with a functional safety approach, but may have adopted AI with safety implications.

AI enables a whole new raft of applications, for example, in medical devices, mobility, personal assistants and other forms of assisted living, which in turn will introduce new sources of hazards (for example, slips, trips, falls). It is important that such safety-related systems are appropriate for their intended users and that any vulnerabilities (for example, externally connected home devices, inability to control mobility devices) be properly controlled. Furthermore, with the potential for autonomous behaviour to trespass into the realms of ethical decision-making, it is important to recognise that different cultural and legal jurisdictions may require different responses to the same situation.

9.6 Integration and utilisation of new engineering disciplines

As the use of AI becomes more prevalent, developers and operators of systems may need to draw upon new skill sets and talent pools to effectively develop their systems. This is particularly reflected in the increased emphasis placed on the importance of disciplines such as data science and ML programming, among others.

Historically, mechanical, electrical and control systems engineers have been integral to the design of safety-related systems, having a strong basis of historical examples on which to develop new safety-related systems, and many deployed safety-related systems to learn from. This is often based on a long history of learning from accidents, for example the rail and aerospace industries amongst others. Data scientists, programmers and other AI-centric disciplines need to ensure that they appreciate the safety concerns that are fundamental to the use of their systems in the real world. In particular, they need to appreciate the impact that an incorrectly tuned algorithm can have on the output of a system that could either directly affect safety, or alternatively, put increased demand on a safety-related system that is responsible for maintaining a safe state.
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Further, to ensure the appropriate use of AI systems, the lines of responsibility between human operators/users and the actions of the AI need to be understood and clearly articulated. There are two aspects to this — firstly, the need for a responsible person to oversee that the safety-related system is only used for environments and contexts in which it is known to operate correctly. Secondly, the need for an operator to understand what situations they need to be alert to in order to rectify anomalous behaviour and ensure that it does not affect safety. The security pillar touched on the competence of users and operators working with safety-related systems that utilise AI. From a safety perspective, existing regulations such as COMAH [Ref 45] for systems where dangerous substances are in use, ROGS [Ref 46] for guided transport systems such as railways and tramways, and CDM [Ref 47] for construction, design and management need to be considered, as will any incoming guidance for the use of AI and autonomous systems.

For AI, as with all new technology, organisations need to ensure that the new disciplines and skills of AI are recognised for their ability to improve system safety, yet scrutinised against historical errors to avoid making the same mistakes. This is particularly true when knowledge of past errors is codified deep within specific engineering disciplines and may no longer be explicitly recognised.

9.7 Summary and conclusions

This section has presented a non-exhaustive list of the HF challenges presented through using AI in safety applications, many of which are not yet completely known. Organisations can, however, address such uncertainty by ensuring that the impact of technological and organisational decisions on safety are properly considered during the design and development of safety-related systems. This can help to ensure that the downstream effects of AI on human factors can be controlled.

9.8 Considerations for human factors in safety-related systems

The role of human factors in relation to the impact of AI on both the safety-related system and the personnel involved in all aspects of its development is:

(a) Ensure that the effect of changing the boundary of responsibility for decision making between human and machine is properly considered during design.
(b) Consider whether the decision-making algorithms require implicit human management in cases where a machine is unable to acquire sufficient experience to act safely.
(c) Ensure that the mental model of the machine operation is comprehensible to, and understood by, the human supervisor; ensure that they are provided with adequate information in a timely manner to ensure a safe state is maintained.
(d) Consider whether additional training or support from either AI or functional safety expertise is necessary as the level of autonomy increases.
(e) Ensure the expectations placed on the user of the safety-related system are consistent with their experience (including technological awareness and cultural background) and capability (including consideration of their physical and mental alertness), ensure that proper consideration is given to ethical challenges associated with the design and use of the system.
(f) Be aware that the safety engineering and the AI disciplines have, to date, rarely experienced the other’s field; it is important that both disciplines understand the strengths and limitations of AI with regard to safety and that the use cases to which it is applied are appropriate.
(g) AI technology has developed to such an extent that it is readily available, however, the basic competency requirements for safety-related applications [Ref 6] will apply, including an understanding of the AI technology limitations as well as the need to justify the safety argument.
Section 10

Maintenance and operation

10.1 The importance of maintenance

Maintenance is the continued monitoring and adjusting of the system operation to ensure that it continues to operate as expected, i.e., continues to satisfy its requirements specification, during the course of its operational service life. During a system's operational service life, it may need to deal with different sources of input data, as well as issues noted in earlier sections of this publication, such as data drift, changes in the environment, failure or errors in the wider system, and changing inputs arising from adversarial action. This section looks at considerations required to ensure that safety-related system integrity can be maintained during operating and maintenance activities.

Maintenance of a safety-related system can range from updating hardware components (such as sensors or actuators), software components (including bug fixes, operating system updates), or changes to the machine learning model itself. The latter may require re-training and re-testing to ensure that it continues to operate as expected given changing environmental, or other influences. Since the input to a system utilising AI is typically based on one or more sensors, these need to be maintained to ensure that they continue to function at the level required. For example, solutions exist in the automotive sector, which provide software automation of sensor maintenance tasks such as calibration, testing and replacement.

Regardless of the maintenance activity, any alteration to a system having safety implications will require an assessment of the impact of change, including side effects on other systems or operators. It will almost certainly need to be re-calibrated and re-configured to adjust for any changes; such re-calibration will need to be shown to be within safe bounds. It will then need to be tested, re-verified and re-validated to ensure that errors have not been introduced, and check that the safety-related system continues to operate as expected.

Maintenance can be a high-risk activity, both potentially compromising safety integrity due to error during modification or use of unauthorised software or hardware components, or through breach of security concerns. Careful control is needed to prevent disclosure of details of a safety-related system's physical or logical components, their configuration and their capabilities, since this could open a route to adversarial attack. There is also the potential for unintended mistakes, for example, by downloading a configuration not intended for the particular machine.

10.2 System integrity and confidentiality considerations

It is important that the wider impacts of operation and maintenance on the performance of a safety-related system that utilises AI are considered during relevant planning phases. These include:

(a) checking any new components for legitimacy, integrity and functionality;
(b) maintaining an awareness of supply chain risks; and
(c) limiting the potential for deliberate or accidental introduction of unsuitable components.

Additionally, the confidentiality of a safety-related system needs to be maintained during its entire lifetime, including decommissioning. If details of that system and its capabilities are disclosed, then all operational systems of the same specification are likely to be at risk of adversaries utilising system knowledge to their advantage. This can range from deducing characteristics or parameters of the machine learning model, exploiting its weaknesses, physical limitations or methods of interaction. For example, a safety-related system's interoperability bounds originate from the rules of the domain in which that system is intended to operate, including the region, country and its environment. Examples within the UK include rules of the air and the UK Highway Code. These are the rules under which a safety-related system needs to operate, i.e., how it will behave when faced with particular circumstances in a given domain. If adversaries
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have knowledge of the behaviour then they could exploit any weaknesses, such as where pedestrians may walk in front of an autonomous car - here the impact may be negligible, but if a system is misused due to its known reaction to a given set of events then there could be potentially adverse consequences for the system safety. Mitigations include careful selection of individuals responsible for aspects of system operation and maintenance, and training to explain the consequences of poor maintenance and operation. Where required, this could be backed-up with confidentiality agreements to limit the likelihood of information leakage.

10.3 Data considerations

During operation, a safety-related system will need to ensure that it is robust to inputs from all data domain spaces. It will also need to be able to detect and deal with data drift (see data pillar for more information). Additional re-training and testing of the AI model may be required in order to deal with changing environmental data, although this will also require a safety impact assessment and rework of the safety assurance case. In doing so, it will be important to consider the cause of the data drift, since it may be the result of an adversary deliberately feeding the model biased data in order to influence future decisions.

10.4 Users’ critical role in maintenance - use of standard operating procedures

When considering the use of AI in safety-related systems, it could be argued that the AI element is influenced by that system’s properties and its current state. Activities involved in maintaining the safety-related system itself can alter both of these, and there are certain activities that can be performed to maintain that system in a valid and functional state. To this end, the use of standard operating procedures (SoPs) can inform all users what activities they need to perform, how they are to be performed and when they need to perform them. By specifying activities required, such as:

(a) regularly ‘cleaning’ the safety-related system (removing and archiving operating data, log files and user data);
(b) ensuring that unknown media is not inserted into the safety-related system;
(c) administrator-level activities, such as ensuring that user accounts are current, and password policies are suitable for the security of the operating domain;
(d) regularly applying security patches and updating virus protection with the latest definitions (but consistent with the safety policies on re-assurance of the system after change); and
(e) configuring the safety-related system according to the least privilege principle (i.e., the user is only given the privileges needed to perform their tasks).

These activities should be complemented by maintaining information on AI vulnerabilities and ensuring robustness to challenges that may arise throughout the overall lifecycle. This can be considered as an essential aspect of lifecycle management to achieve trustworthiness for AI components given that, in practice, demonstrating their integrity is likely to go beyond functional testing and conventional assurance methodologies.

Additionally, in order to ensure that a safety-related system is not used in situations where it has not been tested, or when it is known to operate erroneously, it is critical that users are aware of what that system can and cannot do, the domains in which it is designed to be operated, and those for which its operation may be unknown. Without an understanding of the correct use of the safety-related system and the interpretation of its outputs, users may put themselves or others at risk. The reader is referred to the human factors pillar where responsibility is discussed. Finally, during safety-related system decommissioning, care should be taken to remove all operational data from that system and any configuration, parameter, log file, or other information that could compromise similar safety-related systems still in use.
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10.5 Summary and conclusions

This section has looked at the considerations for ensuring that an AI system's safety and security is maintained during operation and maintenance activities. The safety integrity of the safety-related system can be undermined if the operational domain changes, such that the validity of that system’s training data is affected. It can also be undermined by faults that develop in the hardware of the system or by cyber-attack. Consideration must be given to how any changes (whether from external constraints or internal defects) will be managed and re-assured. Further, it is important to ensure that maintenance activities do not leave the safety-related system in an un-useable and/or a state that cannot be re-assured, since this would jeopardise the availability of a safety function, and therefore potentially of the operation.

10.6 Considerations for good practice during operation and maintenance in safety-related systems

The following factors require consideration for operation and maintenance of safety-related systems which incorporate AI elements, including:

(a) Maintain an awareness of supply chain risks and seek to limit the potential for deliberate or accidental introduction of unsuitable components.

(b) Check the legitimacy, integrity and functionality of all new or changed components.

(c) Prioritise the authorisation access to the safety-related system throughout the entire lifecycle – consider careful selection of individuals responsible for all aspects of system maintenance, and the use of legal agreements to limit the likelihood of information leakage.

(d) Mandate the use of standard operating procedures for all safety-related system users and activities, and ensure these are sufficiently robust and address security.

(e) Ensure that the safety-related system maintainers and users are aware of what that system can and cannot do, as well as the domains in which it is designed to be operated and those for which its operation may be unknown.

(f) Ensure that any change during operations or maintenance is subject to an impact assessment and properly re-assured (see Section 6 on verification, validation and assurance).
Section 11

Legal and ethical considerations

11.1 Legal implications of AI

AI can be considered as a key enabling technology for autonomous systems to operate in complex environments. However, as with many novel technologies, where it is used, it can bring legal and ethical challenges that may be less well understood and controlled than those associated with more conventional technology.

Due to its relatively recent deployment in real world applications, the legal aspects associated with the deployment of AI/ML are still emerging.

In 2021, the European Commission proposed to introduce a common regulatory and legal framework for AI [Ref 48] that targeted mitigating the risk of AI failures and the lack of trust by introducing a risk-based approach to regulating AI systems. This provides rules on the implementation of AI, including what are considered high risk systems. This includes systems where there is a risk of harm to health and safety. Initiatives are ongoing within the EU, standards bodies and several national and international bodies to produce standards that support this new legislation or address gaps in the adaptation to existing legal frameworks [Refs 48, 49, 50, 51 and 52 and 15, 16 and 17 to name a few].

Although the overarching legal frameworks are expected to be consistent with those applicable to conventional technology and are generally risk-based, there can be considerations that explore the bounds of responsibility between human and machine and also between development and use.

The UK is taking a different approach as set out in a white paper on a pro-innovation approach to AI regulation, which sets out its intention not to introduce AI specific legislation or a specific AI regulator. Instead, the intent is to establish a set of cross-sectoral principles to guide how regulators should approach common risks relating to AI, with regulators asked to interpret and apply these to their sectors, on a context specific basis, using existing legal frameworks.

Those creating AI systems need to understand the legal framework they are operating under, how it would apply to their system and the applicable legal requirements for compliance.

Key areas to consider include the duties of those in the supply chain under product safety legislation and the duties of those using the products under health and safety or other relevant legislation. AI supply chains can be complex and need careful consideration of accountability and liability.

The nature of AI brings some additional challenges in this respect, such as:

(a) Who is responsible for newly learnt behaviour after the point of supply?
(b) What is the providence of the data used in the system, and who is responsible for any errors?
(c) Who is responsible for the machine learning algorithm and its predictions?
(d) How will a supplier of a product provide the required information to the end user for them to maintain safety?

These questions are application specific and should be considered by developers and end users of AI systems which could impact safety.

Companies have duties under both civil and criminal law, and so do people. Individuals can have specific duties and, for example, under the Health and Safety at Work etc Act [Ref 53], employees need to take reasonable care for the health and safety of themselves and other persons.
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Under civil law (tort), there is a right to recompense for those who have suffered loss or harm due to the wrongful or negligent acts of others (either individuals or companies). If an AI-based system is used with human oversight and the AI causes harm without the operator’s intent or express permission, then should the operator be considered negligent? In such cases, the victims of the breach may have a less obvious path to legal action compared to a system under human control, even though the adverse impact may be the same.

One of the consequences of changing the boundaries of responsibility between the human and machine is that accountability needs to be identified and clearly assigned, during both design and operation.

Stakeholders of AI-based systems with autonomous behaviour and those providing safety-related advice need to be aware of the wider legal ramifications of the use of AI.

11.2 Ethical implications of AI

Ethical considerations come into play when AI is used to make decisions on the relative value of different courses of action. Examples include that of an autonomous vehicle facing a decision between alternative accident scenarios (for example, whether to change direction when faced with two equally likely potential crash options if a child runs unexpectedly into its path), or a catastrophic event requiring decisions to be made on where to bring down an aircraft. More subtle decision-making examples involve the design of the autonomous vehicles, for example, whether to optimise the safety of its passengers, the safety of third parties or the safety of the environment.

Given such challenges, a subfield of applied ethics, AI ethics, has emerged as a response to the range of individual and societal harms that the misuse, abuse, poor design or negative unintended consequences that AI systems may cause. AI ethics is developing a set of values, principles, and techniques that employ widely accepted emergent standards of right and wrong to guide the development and use of AI technologies. These values, principles and techniques are intended both to motivate ethical practices and to prescribe the basic duties and obligations necessary to produce ethical, fair and safe AI applications.

Ethical principles and guidance focus on the following themes:

(a) Privacy: Principles under this theme stand for the idea that AI systems should respect individuals’ privacy, both in the use of data for the development of technological systems and by providing impacted people with agency over their data and the decisions made using the data.
(b) Accountability: This theme includes principles concerning the importance of mechanisms to ensure that accountability for the impacts of AI systems is appropriately distributed, and that adequate remedies are provided for the potential impacts.
(c) Safety and security: These principles express requirements that AI systems be safe, perform as intended (and do not exhibit unintended dangerous behaviour), and are also secure, resistant to being compromised by unauthorised parties.
(d) Transparency and explainability: Principles under this theme articulate requirements that AI systems be designed and implemented to allow for oversight, including through translation of their operations into understandable outputs and the provision of information about where, when and how they are being used in a way that still respects intellectual property.
(e) Fairness and non-discrimination: Acknowledging the concerns that AI bias is already impacting individuals globally, fairness and non-discrimination principles call for AI-based systems to be designed and used to maximise fairness and to promote inclusivity.
(f) Human control of technology: The principles under this theme require that important decisions remain subject to human oversight, noting that before deciding on a course of action, there needs to be sufficient understanding of potential impacts and sufficient time to prevent unintended consequences.
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(g) **Individual and corporate responsibility:** These principles assert the role and responsibilities that individuals and organisations involved in the development and deployment of AI systems play in the systems' impacts, and call on their professionalism and integrity in ensuring that the appropriate stakeholders are consulted and the short- and long-term effects of decisions taken by AI (including potential negative impacts) are recognised and planned for.

(h) **Promotion of human values:** Finally, human values principles state that the ends to which AI is devoted, and the means by which it is implemented, should correspond with our core values and generally promote humanity's well-being.

There are a number of published frameworks associated with the legal and ethical adoption of AI-based systems [Ref 54]. The UK Government has published its own guidance framework [Ref 55], which itself leans on other frameworks such as the Data Ethics Framework [Ref 56].

In addition to these frameworks, in 2021 the EU Act [Ref 48] listed a number of prohibited AI practices to ensure the development of ethical AI systems that align to fundamental laws. These include practices such as the use of real-time biometric identification systems in publicly accessible spaces for law enforcement, and the use of AI for subliminal techniques to distort behaviour. High risk systems are required to be assessed by implementing ethics-based auditing using the conformity assessment procedure for AI systems [Ref 37].

11.3 **Summary and conclusions**

This section has looked at the legal and ethical considerations surrounding the use of AI and, in particular, why it can be more problematic than those of conventional safety-related systems. Two important features affecting legal frameworks are highlighted:

1. The potential to change the boundaries of accountability between the human and the machine, and also between design and operation.
2. That the nature of ML is such that transparency and understandability of a machine's decisions, in sufficient time to prevent unintended consequences, may be compromised.

11.4 **Considerations for ethical practices in safety-related systems**

To address the obligation to adhere to the relevant legal requirements within different regulatory regimes, much work is ongoing into developing ethical frameworks for design and use of AI systems. Many of these principles relate to wider societal benefits/drawbacks, however, the key principles for safety-related systems include:

(a) Apply guidance, rules and procedures from relevant acts to ensure ethically mindful development and deployment.

(b) Accountability across all phases of the safety lifecycle (see IEC 61508); it should be borne in mind that AI supply chains are complex and will need careful consideration regarding liability.

(c) Considerations of safe and secure behaviour, including the ability to show that the safety requirements of the safety-related system have been addressed and that the AI will perform as intended (and cannot exhibit unintended dangerous behaviour) under all foreseeable conditions (including misuse, abnormal, failure and malicious attack conditions).

(d) Considerations of how the design of the AI system allows for human oversight, including how sufficient understanding of the impacts of the decision being proposed by the AI system can be sufficiently understood in the time available to prevent unsafe consequences.

(e) If there is ambiguity, seek professional legal advice when adopting AI to ensure it meets their legal obligations.
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The Application of Artificial Intelligence in Functional Safety

The Application of Artificial Intelligence in Functional Safety focuses on the effective use of artificial intelligence (AI) in safety-related applications, highlighting the importance of underpinning regulation and good practice to embed AI safety. The intention is to highlight the risks associated with AI and the consideration to be given to the various techniques and measures employed during the engineering lifecycle.

This high-level publication aims to provide non-specialist senior managers with appropriate information to support their decision making on the use of AI (particularly in safety-related applications).

What constitutes artificial intelligence has long been debated. Here, in line with the UK Government’s National AI Strategy, 2021, we refer to AI as “Machines that perform tasks normally requiring human intelligence, especially when the machines learn from data how to do those tasks.” This capacity to learn provides an ability to solve problems that could range from relatively simplistic and specific behaviour, for example, in the approximation of mathematical functions (narrow AI), to the replication of human intelligence (artificial general intelligence (AGI)) and beyond to ‘super intelligence’. It should be noted that current technologies have only achieved relatively low levels of narrow AI.

Functional safety is more easily defined. IEC 61508 defines it as relating to that part of the overall equipment under control (EUC) safety that relates to the correct functioning of the electrical/electronic/programmable electronic system safety-related systems.

This document focuses on 10 key ‘pillars’ that highlight the risks of using AI in such systems. It outlines the additional considerations required in the engineering processes and provides guidance on building assurance cases for AI in safety related applications. It also addresses the fundamental differences between traditional and AI software.